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ASCOE: VR Platform for Investigating Spatial Hearing and
Cross-Sensory Integration in 6DoF Environment

Pawel Perkowski'!, Barttomiej Mréz', Przemystaw Danowski?
U Department of Multimedia Systems, Gdarnsk University of Technology, Gabriela Narutowicza 11/12, Gdansk, Poland
2Department of Sound Engineering, The Chopin University of Music, Okélnik 2, Warszawa, Poland

E-mail: s180464@student.pg.edu.pl

ASCOE (Auditory Spatial & Cognitive Observation Environment) is a virtual reality (VR) platform designed for controlled
studies of auditory localization and visuo-auditory integration in dynamic six degrees of freedom (6DoF) environment.
Precise spatial audio reproduction is a fundamental component of immersive VR systems, particularly in applications
requiring accurate auditory localization, such as perceptual research, sensorimotor rehabilitation, and training simulations.
Despite substantial progress in spatial audio rendering and head-tracking technologies, empirical studies on auditory
perception typically utilize three degrees of freedom: yaw, pitch and roll (rotations). VR environments allowing for the
translatory movements, which together with rotations facilitate six degrees of freedom, remain a relatively unexplored area
of study. This is primarily due to the lack of accessible platforms that support precise experimental control over both
auditory and visual stimuli in dynamic, user-controlled scenes. In this paper, we present a dedicated standalone VR
application, designed for conducting controlled experiments on spatial hearing and cross-modal integration in 6DoF while
maintaining compatibility with standard VR head-mounted displays (HMDs).

The VR application was implemented in Unity, which served as the main development environment, employing the Wwise
audio engine (developed by Audiokinetic Inc.) for sound management and Atmoky trueSpatial to enable dynamic spatial
audio rendering. A visual overview of the implemented VR environment is provided in Figure 1. It supports the presentation
of parametrically defined spatial sound sources, real-time manipulation of intermodal cue congruence, and structured trial-
based data collection with sub-frame synchronization between auditory and visual stimuli. The platform enables
investigation of perceptual metrics such as localization accuracy, response latency, and adaptation under conditions of
audiovisual divergence. We demonstrate the utility of the platform via a pilot study exploring the effects of visual
displacement on auditory localization in a dynamic 6DoF scenario. By reducing technical overhead and providing a
reproducible experimental framework, the proposed platform facilitates systematic investigation of auditory localization,
sensory integration, and perceptual plasticity in immersive environments. It is intended as a research tool for both auditory
scientists and VR developers, bridging the gap between perceptual research and interactive 3D audio system design.

Figure 1: Visualization of the virtual reality environment developed for the experimental procedure.
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Methods for assessing the passive attenuation of hearing protection devices

Tomasz Kopcinski', Barttomiej Kruk', ...
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50-370 Wroctaw, Poland

E-mail: tomasz.kopcinski@pwr.edu.pl

This article presents detailed measurements of the passive attenuation characteristics of earplugs used by sound engineers,
industrial workers and everyday users, such as public transport passengers or those wishing to reduce annoying ambient
noise. In an era of growing awareness of hearing hygiene and the risks of excessive exposure to high sound pressure levels,
the appropriate selection of hearing protection measures is of particular importance.

For sound engineers, especially those working in concert and studio environments, the key criterion is not only effective
noise reduction and hearing protection but also maintaining the most linear attenuation characteristics possible. Non-linear
attenuation could lead to perceptual distortion and make it difficult to assess the proportions of the sound mix. On the other
hand, for factory workers and people exposed to prolonged environmental noise, it is often more important to maximise
sound reduction in specific frequency bands, e.g. in the low frequencies generated by machines.

As part of the research, the presented earplugs were subjected to measurements of their attenuation characteristics in the
frequency domain. Both subjective methods, based on tonal audiometry performed on a group of test subjects, and objective
methods using an artificial ear equipped with measuring microphones were used. This allowed for comparable results that
reflect both the physical attenuation properties of the tested elements and the actual user perception.

The measurement results made it possible to select earplug models with the flattest possible attenuation characteristics
across a wide frequency range, making them particularly useful in professional applications. At the same time, the analyses
revealed significant differences in the effectiveness of individual solutions — from models with clearly enhanced attenuation
in the high frequency range to those that provide a more even reduction across the entire acoustic band.

In summary, the measurement data obtained can serve as a basis for informed choices regarding hearing protection and
audio equipment by people exposed to noise. These results also indicate the need for further research into the development
of solutions that will effectively protect hearing while minimising interference with natural sound perception.
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The Use of Sound in Tinnitus Management and Psychoacoustic Assessment

Barbara A.Kltos, Andrzej Wicher,

Department of Acoustics, Faculty of Physics and Astronomy, Adam Mickiewicz University in Poznan, Poland
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Tinnitus is the perception of sound without an external source, typically caused by abnormal neural activity in the auditory
pathway. It affects millions of people worldwide and can significantly reduce their quality of life. Subjective tinnitus is
only perceived by the patient and the description of symptoms is the only clue [1]. Diagnosis includes audiologic
evaluations to assess hearing and psychoacoustic testing to define characteristics such as frequency, intensity, and
maskability by comparison with external acoustic stimuli [2]. In addition, diagnostic procedures often include standardized
questionnaires, such as the Tinnitus Handicap Inventory (THI), which assess the impact of tinnitus on daily functioning
and emotional well-being [1]. Although there is no universally accepted treatment, the auditory cortex remains an important
therapeutic target due to its role in conscious sound perception [3]. Current approaches aim to reduce tinnitus by enhancing
external sounds or disrupting tinnitus-related neural activity.

In this project, specialized software was used to diagnose tinnitus in individual patients. The Tinnitus Handicap Inventory
(THI) was administered to assess its subjective impact. The first phase of the study aimed to identify correlations between
psychoacoustic test results and THI scores. Our results indicate that higher Minimum Masking Level (MML) scores are
associated with greater tinnitus-related annoyance, particularly within the emotional subscale of the THI. Integrating
subjective responses with objective measures. In the second phase, we will estimate tinnitus pitch by adaptively matching
an acoustic stimulus to the patient's perception. Although pitch matching is not currently recommended as a routine clinical
diagnostic tool, it remains essential for the development of individualized sound-based therapies. We will then evaluate a
personalized notched music intervention that removes a frequency band centered on the patient's tinnitus pitch. This method
aims to reduce tinnitus distress by promoting lateral inhibition and reducing hyperactivity in the auditory cortex [4].

This research aims to validate a non-invasive, inexpensive and accessible therapy for tinnitus that could support more
personalized and effective treatment strategies. A key component of the study is the use of sound to determine the
psychoacoustic characteristics of tinnitus, such as its perceived pitch, which are essential for tailoring sound-based
therapies. The results have potential implications for both clinical practice and future research in tinnitus management,
particularly in refining therapeutic approaches that utilize auditory stimulation.
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Questionnaire survey on noise in primary school
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According to a well-known definition, noise is “any unwanted sound that may be a nuisance or harmful to health or increase
the risk of an accident at work™ [1]. On the other hand, our attitude to a given sound is also important. Defining a particular
sound as noise depends on how much it is preferred by us. For some people, for instance, music from the radio is a desirable
sound, but at the same time for someone else it may already become noise. Noise does not have to be associated only with
loud sounds - even quiet sounds can be annoying.

Noise pollution is one of the most significant threats to the health and well-being of people around the world. It negatively
impacts our health. Being in a noisy environment can affect our auditory and nervous systems, interfere with our ability to
concentrate, and disrupt our sleep [2]. We encounter noise every day. The dynamic development of today's world makes
noise unavoidable. Both adults and children are affected by being in a noisy environment. Children spend most of their
time at school, where it is well known that the environment is very noisy. Noise negatively impacts cognitive function,
making it difficult to focus and work. Chronic exposure to noise impacts children's academic performance and achievement
in school in a negative way [3].

It is also worth remembering that the definition of noise may have different meanings for children than for adults. So it is
important to check whether children perceive a noisy environment in the same way as adults. Are they aware that noise is
harmful? Does noise interfere with children's daily activities? To find out the answers to these questions, ask students
directly. In addition to objective measurements of the equivalent average sound level A, the subjective view of students on
the noise problem in their schools is very important. For this purpose, appropriately constructed, age-matched student
questionnaires can be used. The answers to the questions in the survey will allow to check how the youngest define noise,
what they associate it with and whether they report difficulties in functioning in a noisy environment.

The study focused on the subjective evaluation of noise and checked the awareness of elementary school students and staff,
the dangers of being in a noisy environment. The study was conducted through questionnaires prepared for students in
grades 1-8 in elementary schools and employees.

The aim of this study was to investigate the perception of noise by primary school students and staff using surveys. The
study focused on children's attitudes toward noise, to see if it bothers them, and to see how they identify the noise
phenomenon.

An accessible and understandable questionnaire for school-age children was constructed to examine the awareness of noise
perception. In addition, a similar survey was constructed for teachers and school staff. Student surveys were divided into
three age groups. The surveys for students were intended to check issues such as: acoustic conditions in schools, subjective
assessment of the noise level, checking how students define noise, determining the noisiest place, the problem of attention
and communication disorders among students, determining in what acoustic conditions students spend their time after
school, checking what noise sources dominate in a given school, checking students' awareness of the negative effects of
noise, checking whether students suffer from symptoms such as headache and fatigue after being in a noisy environment.
The employee survey addressed similar issues, with the addition of a subjective assessment of exposure to noise from
various sources.

A test group of 2001 people was collected. Based on the survey results many dependencies were observed e.g the loudest
place turned out to be the corridor for all study groups, in Polish primary schools, according to students' subjective
assessment, it is too loud and the acoustic conditions are unfavorable, schools are dominated by internal noise resulting
from the activity of people staying inside.

The survey turned out to be a good tool for examining the problem of noise in the school environment. Students
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define noise as loud noises, “something loud’ which differs from the definition known in the literature, used by

adults. The students’ age influences the formulation of the definition of noise, the choice of the loudest place, the choice
of the preferred resting place, and the evaluation of communication disruption. Moreover, school noise interferes with
employees' ability to perform their daily duties. Unfavorable acoustic conditions in classrooms cause voice fatigue for
teachers, and the evaluation of employees' exposure to noise from students depends on the job position they hold.
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Statistical Analysis and Synthesis of Polish Dysarthric Speech
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This paper presents a statistical analysis of Polish dysarthric speech, encompassing a classification of dysarthria subtypes,
comparative studies with normative speech datasets, and alignment with existing medical literature [1]. Key acoustic and
prosodic features that distinguish dysarthric speech from typical speech are identified and visualized using dimensionality
reduction techniques, such as Principal Component Analysis (PCA) and t-distributed Stochastic Neighbor Embedding (t-
SNE) [2, 3]. Statistical tests are used to validate the significance of features across different types of dysarthria.

Building on this analysis, we propose a novel method for automatic dysarthric speech synthesis that preserves the
distinguishing characteristics of clinically recognized subtypes [1]. Each subtype is modeled using a tailored set of acoustic
parameters to capture its unique speech patterns. As an alternative approach, we also explore the feasibility of leveraging
voice cloning to transfer the features of the dysarthric speech to the synthesized normative speech [4][5]. The block diagram
of the proposed approach is depicted in Figure 1.

Evaluation of system performance includes objective metrics, such as PESQ-MOS [6], as specified in the ITU-T
Recommendation P.563 [7], and a novel dysarthria-specific speech quality measure based on acoustic deviations. A
comparative evaluation of these methods highlights the challenges and potential for modeling and synthesizing dysarthric
speech with clinical applicability.
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Figure 1: Block diagram of the proposed testing framework
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Integrating Acoustic Music Understanding and Large Language Models for
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Recent developments in deep learning have substantially advanced the capabilities of artificial intelligence in multimodal
content analysis. Architectures such as Convolutional Neural Networks (CNNs), WaveNet, and transformers have
demonstrated state-of-the-art performance in tasks involving image recognition, raw audio modeling, and sequence-to-
sequence learning. These breakthroughs have enabled robust cross-modal learning, wherein models are trained to associate
and generate content across different modalities, such as audio and text.

Within this context, automatic music captioning has emerged as a specialized task that involves generating natural language
descriptions of musical pieces. Unlike image captioning, which operates on spatially static and semantically consistent
visual data, music captioning must contend with the temporal, abstract, and often subjective nature of musical content.
Describing music requires capturing complex attributes such as instrumentation, genre, mood, and tempo—features that
are not only temporally distributed but also semantically nuanced.

Furthermore, while general-purpose models trained on Automatic Audio Captioning (AAC) tasks can describe everyday
sounds, they exhibit limited transferability to music captioning due to the structural and perceptual complexity of musical
compositions. This necessitates the development of domain-specific models capable of extracting high-resolution audio
features and generating context-aware textual representations. Music captioning thus represents a challenging intersection
of audio signal processing and natural language generation, requiring tailored approaches that go beyond existing
captioning paradigms.

This challenges are being addressed by designing, developing, and evaluating novel encoder-decoder models that bridge
the gap between complex musical audio and descriptive natural language.

The motivation of this thesis was to explore and develop a new type of solution for the music captioning task. One of the
goals was to mitigate the problem of non-availability of musical data samples by employing a new architecture capable of
extracting more valuable information from the original data sample, which could be processed by the model during training
to correctly map musical features with language tokens. Another goal of the experiments was to check whether a smaller,
in the parameter-wise sense, model could generate more meaningful results. This research direction was directly motivated
by evidence that current foundation models suffer from computational inefficiencies due to their massive parameter counts,
hinting that model downsizing could be not only feasible but potentially beneficial for music understanding tasks.

The paper describes the approach leveraging the state-of-the-art MERT [1] architecture as a powerful audio encoder to
generate rich, high-quality musical embeddings. Two distinct architectures are proposed and evaluated: MERT+BART [2]
and MERT+T5 [3]. These models utilise a custom adapter, equipped with a cross-attention resampling mechanism, to
effectively map the MERT embeddings into the token space of the respective language model decoders. The models were
trained on a curated subset of the LP-MusicCaps [4] dataset. Furthermore, a summarisation module using the Mistral-7B
large language model was developed to synthesise cohesive captions. A quantitative and subjective evaluation is then
performed, highlighting the successes and shortcomings of the presented models, along with comparison of results obtained
at different stages of the work.
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Perception of linear and non-linear reverberation

Lukasz Blasifiski!, Jan Felcyn!, Jedrzej Kocinski'
!Department of Acoustics, Faculty of Physics and Astronomy, Adam Mickiewicz University, 61-614 Pozna#, Poland
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This study investigated the perception of reverberation under conditions of linear and nonlinear acoustic energy decay. The
analysis combined room-acoustic measurements with psychoacoustic listening experiments to examine how subjective
impressions of reverberation length relate to objective acoustic parameters. Particular emphasis was placed on identifying
both similarities and differences in perception between linear and nonlinear decay. The experimental material was derived
from more than 600 impulse responses recorded in 28 concert halls with diverse acoustic properties, which subsequently
served as the basis for listening tests involving over 100 participants. These results provide new insights into the subjective
evaluation of room acoustics and contribute to the broader understanding of reverberation perception and may inform
future research in room acoustics.

Keywords: room acoustics, reverberation, perception of reverberation
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Educational computer game supporting the skills with in timbre solfege
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An educational computer game based on the issues inherent in timbre solfege. An innovative tool was created, a computer
environment based on the Unity game engine, working with the FMOD sound engine, which allows shaping the tone of
the sound. The game operating with a coherent, composed world of sounds suppose to be also a didactic tool. Supporting
the developing of skills in the field of timbre solfege, having all features the computer game should have.

A computer game named Sound Jobs is an educational game that has all the features of a computer game, i.e. graphics,
storyline and competition, which are not available in the programmes already existing on the market. While working on
the project I tried to facilitate and adapt the exercises in the field of timbre solfege in the virtual world. The aim of the
study is a making a prototype this type of a game.

The game includes exercises likes: identifyng equalization, distinguishing sound dynamics, distortion, reverb and delay.
Exercises are carried out on the example of pink noise, pieces of music, voice over. The game has two modes. The first is
the learning mode and the second is the game mode.

Timbre solfege is so important for sound engineers because they should possess analytical listening skills and they must
be sensitive listeners. Hearing training leads to higher quality of sound projects, raises the quality of work in a recording
studio, allows for the conscious use of tools for sound edition, such as: sound equalizer, compressor, various types of sound
effects. A sound engineer has to work on sound layers properly, so that the listener feels comfortable.

The plot is based on a true story. The time of the game was set in the 70s, when there are no mobile phones. 60 % of the
population have landline phones. Phone calls are very expensive, especially a long distance once, they cost a lot of money.
Hardly anyone can afford them. There are hackers who can break into the telephone network. They are able to make free
phone calls. They can call anyone even the president.

In this game the player is a young talented hacker in the age of technological development who earns money on making
illegal phone calls using proprietary equipment. It is possible by a player listening skills. In order to make a phone calls, it
is necessary to dial the number after which the sound motif is heard. If the player recognizes the specific timbre the phone

call can be made.

Figure 1: Game logo

Figure 2: Game screen



ity @b

ISSET 2025

Polish ?% oo

Audio Engineering Society PozZNAN

©

o BEmEE

& S EIEE

20w

Figure 3: Game screen in Unity Engine
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Acoustic Analysis Of Selected Homographs For Speech Recognition Systems
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This paper presents an acoustic analysis of selected homographs in the context of automatic speech recognition (ASR)
systems. The study focuses on the Polish words “Dania” (the country) and “dania” (meals), which, despite identical
spelling, differ subtly in pronunciation. These differences pose challenges for ASR systems, especially when context is
unavailable.

The methodology includes time-frequency analysis, MFCC (Mel-Frequency Cepstral Coefficients) extraction, and
classification using a Support Vector Machine (SVM) algorithm. A custom audio database was created using recordings
from ten speakers, followed by manual segmentation and normalization of samples. Spectrograms and formant trajectories
were analyzed to identify phonetic distinctions, particularly the presence of the semi-vowel [j] in “Dania”.

A subjective listening test involving 27 participants was conducted to assess human recognition accuracy. Results showed
an average recognition rate of 58%, indicating significant ambiguity. In contrast, the machine learning model achieved up
to 79% accuracy with randomly stratified data and 95% accuracy when tested on the same samples used in the subjective
test.

The findings suggest that MFCC-based classification combined with SVM is a promising approach for distinguishing
homographs in speech, outperforming human listeners in controlled conditions. Limitations include the small dataset and
variability in speaker articulation. The study highlights the importance of phonetic exception handling in ASR systems and
proposes extending the method to other homographic pairs.
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Figure 1: Example spectrogram showing formant trajectories for the word “Dania” (left) and “dania” (right) pronounced by speaker G.
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From Exhibition Hall to Concert Venue: Improving Sound Insulation and
Acoustic Adaptation
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This paper presents the design and implementation of measures aimed at significantly improving the acoustic insulation of
a partition between two exhibition halls that also serve as concert venues. This was a particularly challenging task due to
the buildings' large volume, structural constraints and the need to maintain their functional flexibility. Despite these
difficulties, the insulation targets were achieved, enabling the two halls to be used simultaneously without risking sound
transmission. At the same time, the interiors were comprehensively adapted acoustically to meet the requirements of
popular music with sound reinforcement. The achieved acoustic parameters, such as reverberation time, speech
intelligibility indices and sound field uniformity, are within the optimal ranges and provide excellent conditions for the
planned use of the halls. This presentation will summarise the design challenges, the technical solutions employed, and the
measurement results obtained.

Keywords: room acoustics, sound insulation, acoustic adaptation, multipurpose halls
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Analysis of the Influence of Pop Filters on the Frequency Response of Condenser
Microphones
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Modern sound recording techniques, both in voice-over and music studios, rely heavily on condenser microphones. They
are valued for their high sensitivity, wide frequency response, and natural reproduction of vocal timbre. For this reason,
they constitute an essential tool for voice-over artists, vocalists, and sound engineers. However, their high sensitivity also
brings certain limitations—particularly in voice recordings. These microphones are especially susceptible to so-called
plosive sounds, which are produced by a sudden burst of air during the articulation of consonants such as “p,” “b,” “d,” or

t.” Excessive air impact on the microphone diaphragm can lead to nonlinear distortions that degrade the quality of the
recorded material.

A commonly used solution to this problem is the pop filter, designed to disperse the energy of the airflow reaching the
microphone while exerting minimal influence on the sound’s timbre. Although they may appear to be a simple accessory,
their construction, shape, and the material used can significantly alter the frequency response of the recorded signal. In
practice, this means that a pop filter, while protecting the recording from plosive distortions, simultaneously affects the
spectrum of the recorded voice by modifying certain frequency bands.

The purpose of this article is to investigate the extent to which different types of pop filters influence the frequency response
of'a microphone. The results of measurements performed on several popular filter models, representing the most commonly
used designs, are presented. This analysis provides a deeper understanding of how the choice of filter impacts the final
sonic outcome and what trade-offs must be considered by sound engineers when working in a studio environment.
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The presentation describes the process of transforming standard office spaces into practice rooms designed for acoustic
pianos. As part of the project, four such practice rooms were created, each meeting the demanding requirements of both
airborne and structure-borne sound insulation between adjacent spaces. In addition, the internal acoustic adaptation of each
room was carried out to achieve parameters appropriate for piano practice, including balanced reverberation time and sound
clarity. The task posed significant technical challenges due to the limitations of the original office structure, yet the final
results fully satisfied the acoustic goals. The paper will present the step-by-step transformation process, the materials and
construction methods applied, as well as measurement results confirming the achieved performance. The experience gained
may serve as a practical reference for similar future projects involving the conversion of non-purpose-built spaces into
high-quality music practice environments.
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Sentence and logatome lists are used in studies of communication channel quality. Both bidirectional channels, such as
telephony or internet communicators, and unidirectional channels, such as broadcast radio or internet streaming services,
can be examined. Due to the specific features of national spoken languages, research on a given communication channel
should be conducted in as many languages as possible. The lists can also be used to study speech intelligibility in public
address systems, speech recognition systems, and audio recording authentication systems.

Databases of recorded sentence and logatome lists for the Polish language do exist, but they were created in the 1970s. For
this reason, they do not meet modern quality requirements in terms of signal parameters and the acoustic characteristics of
the recording environments. The available resources are affected by noise, reverberation, and low signal dynamics. These
features hinder their effective use. Therefore, a new database of logatome and sentence list recordings is planned, using
contemporary technologies that ensure high recording quality.

The article presents an analysis of the impact of the type of microphone stand and its setup on the quality of recorded audio.
Three microphones were used during the recordings, so both the mounting method and the type of stands had to be
optimized. The study included measurements of microphone frequency responses in various spatial configurations.
Particular attention was given to diffraction and interference of acoustic waves on microphone mounting elements. These
phenomena can significantly affect the quality of the recorded signal. The research demonstrated differences in the
properties of recorded signals depending on the mounting method of the microphone and its position relative to the sound
source.
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Accurate and efficient assessment of spatial hearing abilities increasingly depends on immersive and accessible test
platforms. In this study a head-mounted virtual-reality (VR) interface was compared with a conventional browser-based
(WEB) application in a sound-localisation task that presented broadband noise bursts binaurally, with sound sources
arranged along horizontal and vertical plane. Thirty-three normal-hearing adults completed both conditions and
subsequently rated each interface on intuitiveness, comfort, perceived accuracy and interaction speed. Mean absolute error
(MAE) served as the objective metric. In the horizontal plane VR yielded a significantly lower MAE than WEB. The
vertical plane showed the opposite tendency, although the difference did not reach significance. Thus, VR consistently
improved performance where precise azimuth-related pointing dominated, whereas elevation accuracy may have been
lowered by the use of a non-personalized HRTF. Subjective data converged on a strong user preference for VR. Ratings
were higher for VR on all four criteria and qualitative comments emphasised “natural controller aiming” for VR interface
and “cursor precision problems” in the WEB version. The study demonstrates that VR interface provides a viable, user-
friendly alternative to browser formats for psychoacoustic evaluation, offering benefits in intuitive control and horizontal
spatial fidelity.
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Recently there is a growing effort in the development of advanced Machine Learning (ML) models for accurate
representation of sound field in enclosed acoustic spaces and acoustic digital twins. Some of the approaches, like Neural
Acoustic Fields (NAF) [1] or Acoustic Volumetric Rendering (AVR) [2] have been proven to be very effective in
reproduction of non-spatial Room Impulse Responses (RIRs) [3]. However, those methods were not developed with a view
to reproduction of Spatial RIRs (SRIRs) or Ambisonics RIRs and therefore require additional feature extraction for training
the models capable of inferring directional information.

In this paper, we show a novel approach to training ML models for accurate Ambisonics RIRs reproduction based on
Directivity Vector Fields (DVF), and we compare this method to similar ones such as Intensity Vector (IV) approach [4].
Our method comprises of feeding the training pipeline with energy intensity distribution for individual transmitter-receiver
pairs allowing for massive parallelization of computation and validation based on DVF divergence maps for the whole
enclosed acoustic space. Utilization of DVF divergence maps allows for acoustic field representation that focuses on
representing directivity field distribution of real and virtual field sources.

We present a comparison of proposed methods with results of non-directional aware training methods presented in our
previous work [3]. The results achieved in this work are evaluated based on the objective metrics rather than subjective
comparison, which will be the subject of further work.
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Figure 1: Loudness map (left) and directivity field map (right). Source at red dot.
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This study investigates the immersive capture, rendering, and evaluation of choral music using higher-order ambisonics
(HOA) and various commercial 3D audio formats. A newly commissioned piece — Deus Ex Machina by Jakub Neske,
performed by the award-winning Academic Choir of Gdansk University of Technology — was recorded in an experimental
3D spatial setup, with choir sections arranged across both horizontal and vertical axes around the listener. The primary
soundfield was recorded with a third-order ambisonic microphone, enhanced by sectional spot microphones, and mixed in
seventh-order ambisonics for accurate spatial detail.

The HOA master served as the reference for format conversion into Dolby Atmos, Auro-3D, Sony 360 Reality Audio, and
the emerging IAMF/Eclipsa Audio format. A custom 42-channel decoding array, based on the geometry of the pentakis
icosidodecahedron, enabled consistent downmixing into channel- and object-based formats. Experimental renderings
highlight each format’s capacity — or limitations — in reproducing elevation and full-sphere envelopment.

Because of different loudspeaker setups and hardware needs across these formats — like Auro-3D with its overhead “Voice
of God” channel and Sony’s use of bottom-layer speakers — directly comparing loudspeakers was not practical. Instead,
all tests used each system’s official binaural output. To provide a reliable reference, the original seventh-order ambisonics
mix was binauralized with the magnitude least-squares (magLS) decoding algorithm, which is widely recognized as the
standard for perceptually accurate ambisonic-to-binaural rendering. The perceptual quality of each binaural version was
assessed using the Combined Audio Quality Model developed at the University of Oldenburg, which combines objective
acoustic metrics with psychoacoustic models to predict how listeners perceive audio fidelity.

To support both public engagement and reproducibility, all versions of the recording—including the HOA master, rendered
formats, and binaural versions—are freely accessible online through streaming services and open repositories. The project
provides a new framework for critically evaluating immersive audio systems with vertically-rich, acoustically complex
content such as choral music.
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Throughout the recent decades, audio reproduction has advanced significantly, driven by changes and inovations in both
recording techniques and playback systems. [1,2] The world has progressed from monophonic and stereophonic formats
to ground-breaking surround sound and now culminated in immersive audio systems, which currently stand as the most
advanced form of spatial sound reproduction. Following the trends and with a grand passion for music the authors have
managed to create an immersive audio laboratory for 7.1.4 listening system within the faculty. However after the inital set
up the first critical issue was identified. Following installation, in order to fully utilize the new space most important task
was the acquisition of a multichannel audio material that could have been played back in our new laboratory. This quickly
proved to be a challange for effective use of the new facility.

There is a pronounced lack of publicly available databases containing genuine multichannel audio samples. This limitation
affects not only immersive audio systems, but even surround configurations, exceeding five channels, remain difficult to
access. While several streaming platforms provide immersive audio in cooperation with formats such as Dolby Atmos or
Sony 360 Reality Audio, these sources are not well suited for research purposes. [3] Testing revealed that many of the
additional channels in such material are duplicated rather than independently mixed, and the overall sound quality was
below expectations. Moreover, because the underlying encoding technologies are proprietary, they cannot be fully
validated and are therefore unsuitable for in-depth investigation of immersive audio. The primary objective of our future
work is to develop authentic immersive audio tailored for headphone playback; however, this requires first establishing a
deeper understanding of system behavior in real-world loudspeaker-based environments.

In the search for immersive audio samples and a deeper understanding of multichannel production techniques, we identified
the work of Lee, H. [4-6] on 3D microphone arrays as a valuable reference. After carefully researching his concepts, we
designed a custom microphone array tailored specifically for our 7.1.4 playback system. As our team frequently
collaborates with the university’s ensembles, including bands and choirs, we had the opportunity to deploy this array during
a recording session in a church. The results proved highly satisfactory, yielding authentic multichannel material suitable
for further research in the laboratory.

In this work, we aim to present not only the concept behind the design of a 3D microphone array, but also the practical and
technical challenges associated with system setup, including the integration of multiple microphones, cabling, and audio
equipment. Given the growing popularity of immersive audio and the increasing accessibility of immersive laboratory
environments, our objective is to make this method more widely known as a reliable and adaptable solution for generating
multichannel content. At present, a stereo mixdown of the recorded performance is publicly available [7,8], while future
work will focus on adapting the recordings for immersive binaural playback on streaming platforms. A key advantage of
using multiple microphones is the ability to directly compare and evaluate the perceptual differences between stereo,
surround, and immersive reproduction.

The original arrays proposed by Lee comprised of a wide selection of microphones, combining both omnidirectional and
cardioid types to capture spatial detail. In our implementation, we opted for a more streamlined design. Three
omnidirectional microphones were positioned at the front of the array, corresponding to the three primary loudspeakers in
a 7.1.4 configuration (Left, Right, and Center). The remaining microphones were cardioids, with the upper level pointed
toward the ceiling to capture reflections and enhance the perception of added height level. [Fig 1]

Several approaches were explored for processing the recorded material. In the first method, each microphone signal was
directly assigned to its corresponding loudspeaker channel. This approach, effectively treating each microphone as a
dedicated bed for playback, provided a faithful reproduction of the recorded space. In the second method, the signals were
treated as objects. Using the integrated Dolby Atmos renderer within Pro Tools [9], we experimented with repositioning
the sources in the virtual sound field. This resulted in a dynamic allocation of signals across multiple loudspeaker channels,
producing a noticeably different spatial impression compared to the first approach.
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The results demonstrate that a custom-designed 3D microphone array can provide high-quality, authentic multichannel
recordings well suited for immersive audio research. The approach proved not only effective in practice, but also adaptable
to different playback configurations, offering a reliable method for generating material that supports both experimental
studies and future applications such as binaural rendering for streaming platforms, which was exactly what the authour
needed to achieve.

Figure 1: 3D microphone array during recording
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This paper proposes a novel audio decorrelation approach that leverages the acoustic features of vowels by combining
velvet noise-based decorrelation methods with parametric modeling techniques for estimating vowel filters from recorded
speech sounds. This method enables capturing the timbral qualities of the voice and applies them within audio decorrelation
and artificial reverberation tools. The result is a new audio processing technique inspired by the human voice, offering
audio professionals an expanded palette of sonic possibilities.

The proposed implementation utilizes velvet noise as the input for digital filters that model vowel timbre. This allows users
to capture the resonant structures of vowels from recorded speech or singing, enabling them to shape the frequency content
of a multi-channel effect potentially using their own voice as a source. Rather than seeking to replace or enhance existing
velvet noise-based decorrelation or artificial reverberation techniques, the primary aim is to create a novel immersive audio
effect inspired by choir singing and the acoustics of the vocal tract. Each audio channel is processed by filtering two
independent velvet noise sequences to synthesize two distinct vowels, resulting in a speech-like signal reminiscent of vocal
fry. This synthesized signal is then convolved with the original audio, yielding a multi-channel output. The integration of
velvet noise and speech synthesis offers extensive control over processing parameters, fostering creative exploration and
sonic experimentation.

This paper presents the development of a novel audio effect that integrates velvet noise decorrelation methods with speech
synthesis techniques. The key stages and challenges encountered during the design process are described, and examples of
the tool’s creative applications are provided. The paper presents the results of the audio analysis and listening tests, while
also suggesting potential directions for future research.
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Automatic Speech Recognition (ASR) systems have transformed various fields, including healthcare, by enabling efficient
transcription of medical conversations. Although models like OpenAl's Whisper [1] are quite versatile, they often struggle
with specialized, less common languages like Polish, especially in medical settings where precision is crucial. This paper
focuses on knowledge distillation techniques to adapt Whisper models for Polish medical speech data. A simplified block
diagram of this training method is shown in Figure 1.

Transcription

Pseudo-labels

Ground Truth for
Training

Figure 1: Block diagram of the training method for knowledge distillation using models from the Whisper family.

The vast majority of approaches to the problem of medical speech processing in Polish point to the lack of sufficient
training data and focus on attempts at classical fine-tuning or fine-tuning using Low-Rank Adaptation (LORA) [3-5] .The
approach presented in the article addresses the issue of insufficient data by employing knowledge distillation based on one
of the largest available ASR models from the Whisper family and creating automatic transcription that serves as training
labels for a smaller model from the same family. By transferring knowledge from a large, teacher Whisper model to a
smaller, student version, we achieve better efficiency and performance on domain-specific datasets comprising Polish
medical consultations and terminology. The paper presents various approaches to distillation, both using attempts at fine-
tuning and utilising different techniques derived from LORA [6], such as AdaLORA [7], DORA [8], MoELoRA [9].

Experimental results show reductions in Word Error Rate (WER) and increased robustness in noisy environments, making
practical deployment in Polish healthcare settings feasible.

The approach outlined in this article for training ASR models can be applied not only in the medical field but also in other
domains where vocabulary is poorly transcribed by standard models, making the solution more universal.
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